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Figure 8. Visualization of neurons in ANet (a) after pre-training (b) after fine-tuning (Best viewed in color)
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Figure 9. (a) Layer-wise comparison of ANet after pre-training (b) Best
performing neurons analysis of ANet after fine-tuning. Best performing
neurons are different for different attributes. The proposed accuracies are
averaged over attributes which select their own subsets of best performing
neurons.

For example, the neurons in (a.1) and (a.4) correspond
to ‘gender’ and ‘race’, respectively. It reveals that the
high-level hidden neurons of ANet can implicitly learn
to discover semantic concepts, even though they are only
optimized for face recognition using identity information
and attribute labels are not used in pre-training. We also
observe that most of these concepts are intrinsic to face
identity, such as the shape of facial components, gender,
and race.

To better explain this phenomena, we compare the
accuracy of attribute prediction using features at different
layers of ANet right after pre-training. They are FC, C4,
and C3. The forty attributes are roughly separated into
two groups, which are identity-related attributes, such as
gender and race, and identity-non-related attributes, e.g.
attributes of expressions, wearing hat and sunglasses. We
select some representative attributes for each group and plot
the results in Fig.9(a), which shows that the performance of
FC outperforms C4 and C3 in the group of identity-related
attributes, but they are relatively weaker when dealing with
identity-non-related attributes. This is because the top layer
FC learns identity features, which are insensitive to intra-
personal face variations.

Fine-tuning Expands Semantic Concepts Fig.8 shows

that after fine-tuning, ANet can expand these concepts to
more attribute types. Fig.8(b) visualizes the neurons in the
FC layer, which are ranked by their responses in descending
order with respect to several test images. Human can assign
semantic meaning to each of these neurons. We found that
a large number of new concepts can be observed. Remark-
ably, these neurons express diverse high-level meanings
and cooperate to explain the test images. The activations
of all the neurons are visualized in Fig.8(b), and they are
sparse. In some sense, attributes presented in each test
image are explained by a sparse linear combination of these
concepts. For instance, the first image is described as “a
lady with bangs, brown hair, pale skin, narrow eyes and high
cheekbones”, which well matches human perception.

To validate this, we explore how the number of neurons
influences attribute prediction accuracies. Best performing
neurons for each attribute are identified by sorting corre-
sponding SVM weights. Fig.9(b) illusatrates that only 10%
of ANet best performing neurons are needed to achieve
90% of the original performance of a particular attribute3.
In contrast, HOG+PCA does not have the sparse nature
and need more than 95% features Besides, the best single
performing neuron of ANet outperforms that of HOG+PCA
by 25 percent in average prediction accuracy.

3.2. Attribute Prediction

Performance Comparison The attribute prediction per-
formance is reported in Table.1. On CelebA, the prediction
accuracies of FaceTracer [14], PANDA-w [32], PANDA-l
[32], and our LNets+ANet are 81, 79, 85, and 87 percent
respectively, while the corresponding accuracies on LFWA
are 74, 71, 81, and 84percent. Our method outperforms
PANDA-w by nearly 10 percent. Remarkably, even when
PANDA-l is equipped with groundtruth bounding boxes
and landmark positions, our method still achieves 3percent
gain. The strength of our method is illustrated not only
on global attributes, e.g. “Chubby” and “Young”, but also
on fine-grained facial traits, e.g. “Mastache” and “Pointy
Nose”. We also report performance on 19 extended at-
tributes and compare our result with [14] and [2]. The eval-

3Best performing neurons are different for different attributes.
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