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A. Additional Ablations
Streaming Window Size. Table 1 demonstrates the im-
pact of different window sizes on performance in streaming
mode. This ablation experiment simulates the behavior of
streaming mode under varying memory constraints. The re-
sults show that the performance of streaming mode is opti-
mal when the window size is set to 1000, demonstrating its
ability to effectively balance memory usage and accuracy
under this configuration.

Model Overall KIR EU Sum ER Rea TG

Ours - 500 42.7 50.5 38.9 39.7 43.4 41.8 32.7
Ours - 1000 44.2 50.9 39.7 37.9 45.0 44.3 34.1
Ours - 2000 42.7 52.9 40.3 20.7 43.7 37.8 29.5

Table 1. Ablation studies of Streaming Window Size on
LVBench. Streaming mode performs best when the window size
is set to 1000.

Partially-Observed Videos. Table 2 presents the perfor-
mance of different methods when only a portion of video is
accessible including scenarios where only the first half or
quarter of the video is available. This experiment simulates
streaming mode, where the model receives only a portion of
the video as input, evaluating its ability to answer questions
under such constraints. The results show that our method
significantly outperforms the uniform sampling approach of
the InterVL2-40B model, highlighting the effectiveness of
our relevant and diverse tokens.

Model Observed OverallKIR EU Sum ER Rea TG

InterVL2-40B 1 39.6 43.4 39.7 41.4 37.4 42.5 31.4
SEAL (Ours) 1 45.9 51.5 41.3 39.7 47.9 43.3 32.3
InterVL2-40B 1/2 35.7 34.4 34.2 37.9 35.7 40.3 28.2
SEAL (Ours) 1/2 41.6 50.9 37.9 41.4 41.9 39.8 29.5
InterVL2-40B 1/4 35.6 36.4 33.8 34.4 34.1 37.5 27.3
SEAL (Ours) 1/4 39.3 40.9 38.6 31.0 41.1 34.8 33.2

Table 2. Ablation studies of prediction with partially-observed
videos on LVBench. When only partial videos are visible, the
performance of traditional uniform sampling drops significantly,
while our method shows more reasonable results.

Ablation on Different α. Figure 1 shows the performance
trends across various categories for different values of α.
α = 0.9 achieves the best overall trade-off, reaching peak
with the highest overall accuracy of 45.9. Conversely, ex-
treme values like α = 0.0 or 1.0 lead to declines in several
metrics, highlighting that both diversity and relevance are

essential. Therefore, α = 0.9 is the optimal choice for ex-
periments, delivering peak performance and a well-rounded
balance across all categories.
Effectiveness of Encoder for Relevance. Table 3 presents
the relevance results computed using the BLIP (Base), CLIP
(ViT-L/14) and the BLIP2 (Large) models. The results
demonstrate that stronger models achieve higher effective-
ness in computing relevance scores, leading to significant
performance gains for SEAL.

Model Overall KIR EU Sum ER Rea TG

SEAL w/ BLIP2 45.9 51.5 41.3 39.7 47.9 43.3 32.3
SEAL w/ CLIP 42.9 48.5 38.6 36.2 46.2 36.3 32.7
SEAL w/ BLIP 40.5 41.9 38.6 39.7 40.5 47.2 32.7

Table 3. Comparison of BLIP2 with other methods on LVBench.

B. Additional Results and Discussions
Comparison with LVU methods on LVBench. We pro-
vide additional comparison with LVU methods on LVBench
in Table 4. For a fair comparison, we follow those methods
to use a 7B LLM. SEAL maintains superior performance
with a much smaller LLM (7B), demonstrating the effec-
tiveness of our proposed method.

Model Overall KIR EU Sum ER Rea TG

MovieChat [9] 22.5 25.9 23.1 17.2 21.3 24.0 22.3
TimeChat [8] 22.3 25.9 21.7 24.1 21.9 25.0 22.7
MA-LLM [4] 24.5 25.4 25.8 22.4 22.3 26.9 21.8
SEAL (7B) 36.6 44.3 33.7 27.6 36.9 32.8 30.9

Table 4. Comparison with other long video representations on
LVBench.

Number of different tokens. The subset of tokens is
learned as an optimization problem in Section 3.2, and the
composition of tokens varies on different inputs and tasks.
The averaged percentages of scene, object, and action to-
kens are 62.5%, 26.1%, 11.4% on LVBench, 54.3%, 25.6%,
20.1% on Moviechat, 88.5% scene tokens and 11.5% action
tokens on Ego4d-NLQ. Since Ego4D-NLQ is a temporal lo-
calization task, we only utilize scene and action tokens.
Result Analysis. We evaluated the distribution of an-
swers generated by different models, following [11], as
shown in Figure 2. The Ground-Truth exhibits a fairly bal-
anced distribution among A, B, C, and D, indicating a well-
distributed dataset where no single category is dispropor-



Figure 1. Ablation studies of different values of α on LVBench. α = 0.9 achieves the best performance across different tasks except for
temporal grounding (TG).

tionately represented. MovieChat and LWM shows a dom-
inance of category A, with significantly smaller contribu-
tions from other categories, suggesting a lack of diversity
in predictions. In Gemini 1.5 Pro, the “Others” category is
significantly high, indicating that Gemini 1.5 Pro produces
a notable number of unrelated outputs. Our method demon-
strates a distribution close to Ground-Truth, showing strong
generalization and robustness.

We evaluate performance across various video categories
in Table 5. The Human benchmark achieves the highest
accuracy across all categories, with an overall accuracy of
94.4%. Ours method achieves an overall accuracy of 45.9%,
representing a clear improvement over InternVL2-40B and
Qwen2-VL-72B. This demonstrates the our model’s ability
to generalize better across different video categories. How-
ever, the performance in the Cartoon category shows less
improvement relative to other categories, indicating poten-
tial challenges in handling stylized or abstract visual con-
tent. While our method shows clear improvements over
existing models, there remains a substantial gap with the
Human benchmark across all categories. Further study
is needed to enhance the model’s understanding of long
videos.

C. Additional Qualitative Results
Figure 3 presents additional qualitative results of SEAL on
LVBench, showcasing its ability to focus on relevant se-
mantic tokens and provide correct answers to various types
of questions. Compared to InterVL2-40B, SEAL effec-
tively attends to critical entities, such as “tattoo” and “man’s
arm” (Q3.a), distinct “rain forest plants” and “rain forest
leaves” (Q3.b), “tall hat woman”, “dog”, and the “perform-
ing” activity (Q4.a), as well as the “black and white dog”
and its activity (Q4.b), resulting in accurate answers. In
contrast, the answers provided by InterVL2-40B are C, D,
C, and C for Q3.a, Q3.b, Q4.a, and Q4.b, respectively. This
highlights that InterVL2-40B struggles to capture key in-
formation, such as “tattoo”, “tall hat woman”, and to dis-
tinguish “rain forest” from “forest” (InterVL2-40B chose
“forest” failing to capture subtle features related to “rain
forest”), as well as critical details about the main charac-

ters and activities in the scene. These results underscore the
superior reasoning capabilities of SEAL.

D. Additional Implementation Details

D.1. Token Extraction

Scene token. We use the full frames to represent scene to-
kens. The full frames or clips are fed into encoders (2D
or 3D CNN/ViT) to extract the token embeddings. For
MovieChat and LVBench, we use a frame-based 2D en-
coder [3] and [2]. For the Ego4D-NLP dataset, we fol-
low [6] and use a 3D clip-based encoder [5] for processing
23-frame clips.
Object token. For object tokens, we extract masks us-
ing from SAM2 [7] Automatic Mask Generator. For
mask prediction, we sample 64 × 64 points per image
for dense and uniform coverage, with a batch size of
128 points to balance computational efficiency and mem-
ory usage. Predicted masks are filtered using a quality
threshold of pred iou thresh=0.88, retaining only
masks with high predicted IoU scores, and a stability
score threshold of stability score thresh=0.92,
ensuring the robustness of masks under varying binariza-
tion cutoffs. To calculate the stability score, the cut-
off is shifted by stability score offset=0.99.
Non-maximal suppression (NMS) is applied with an IoU
threshold of box nms thresh=0.7 to remove redun-
dant masks. We do not employ additional cropping layers
(crop n layers=0). We extract features based on the
mask’s bounding box, expand it by 2x to include additional
contextual information, and use the same encoder as the
scene token for different datasets. We set Nkey = 128 for
MovieChat and Nkey = 64 for Ego4D-NLP and LVBench
datasets.
Action token. For the Ego4D-NLP and LVBench datasets,
we use YOLOv10-X [10] with BoT-SORT [1] for extracting
action tracklets. For MovieChat, we employ NetTrack [12]
for action tracklets. We set Lmin = 8 and Lmax = 16
for MovieChat, while for Ego4D-NLP, we set Lmin = 16
and Lmax = 32. For LVBench, since the action token en-
coder [2] is a frame-based encoder, we use the middle frame



Figure 2. Distribution of answers generated by different models. The answers from InterVL2-40B and our method are the closest to the
ground truth distribution.

Model Sports Documentary Event Record Lifestyle TV Show Cartoon Overall

Random predictions 27.5 25.4 23.3 23.3 25.6 25.8 25.1
Random tokens 25.4 25.9 25.6 26.2 24.4 21.6 24.8
Human 96.3 89.8 87.4 98.4 97.2 95.8 94.4
InternVL2-40B 43.5 45.2 38.9 41.6 32.8 36.4 39.5
Qwen2-VL-72B 43.0 42.6 40.8 41.0 42.0 38.9 41.3
SEAL (Ours) 49.2 49.2 48.1 46.7 44.4 39.2 45.9

Table 5. Evaluation across different video categories on LVBench. Comparing our method with baselines and state-of-the-art approaches
on different video categories. Our method consistently outperforms state-of-the-art approaches on all categories. Although our method
has made substantial improvements over lower-bound baselines (Random tokens and Random predictions), it still has a significant gap
compared with the upper-bound baseline of human performance.

of all action tracklets as the action token candidates.
In Attention Learning stage, we sample in total 256 to-

kens for MovieChat, 200 / 450 tokens for Ego4D-NLP and
16 tokens for LVBench. Note that since the task of Ego4D-
NLP is temporal grounding, we only used action tokens and
scene tokens to ensure temporal consistency.

D.2. LLM Heads and LLM-based Evaluation
For the MovieChat dataset, we provide the large language
model with the following prompt for the Video QA task:

"You are able to understand
the visual content that the
user provides. Follow the
instructions carefully and
explain your answers."

For the LVBench dataset, given a question and options, we
use the prompt for the Video QA multiple choice task:

"Please select the best answer
from the options above and
directly provide the letter
representing your choice without
giving any explanation."

Following [9], we use LLM-Assisted Evaluation for the
video question-answering task when evaluating MovieChat

dataset. Given the question, the correct answer, and the pre-
dicted answer provided by different methods, the LLM as-
sistants should return a True or False judgment along with
a relative score ranging from 0 to 5. we provide the large
language model with the following prompt:

"Provide your evaluation
only as a yes/no and score
where the score is an integer
value between 0 and 5, with
5 indicating the highest
meaningful match."
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There is a scene of of cutting trees to get the sap in the video. Immediately after it there is a scene of man's arm. 
What's tattooed on the man's arm? (A) A skull and bones (B) A cat (C) A word (D) A Dog

The video contains lots of ___ clips. 
(A) Marine (B) Plateau (C) Rain forest (D) Forest

Who is the woman wearing a tall hat, dressed head to toe in black, holding a magician stick,
 and the dog wearing black clothes with a silver star?
(A) Amber and Nymeria's show time (B) Aron and Buddy's show time 
(C) Adrian Stoica and Hurricane's show time (D) Heather and Bogart's show time

Scene
Object
Action

👩💻

👩💻

(A) A skull and bones

✅

(C) Rain forest
✅

👩💻

(A)

✅

👩💻
What is the decoration on the neck of the black and white dog that comes out after the puppy wearing the red bow? 
(A) Blue scarf (B) Black scarf (C) Red scarf (D) White scarf

(C) Red scarf

✅

Q3.a

Q3.b

Q4.a

Q4.b

Figure 3. Additional qualitative results on LVBench.SEAL attends to relevant entities such as “tattoo” and “man’s arm” (Q3.a), different
“rain forest plants” and “rain forest leaves” (Q3.b), “tall hat woman”, “dog”, and “performing” activity (Q4.a), “ black and white dog”
and its activity (Q4.b) and correctly answers these questions. However, the answers provided by InterVL2-40B are C, D, C, C for Q3.a,
Q3.b, Q4.a, and Q4.b, respectively. This indicates that InterVL2-40B fails to capture key information such as ”tattoo”, ”rainforest”, and
important details about the main characters in the performance.
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