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* Face reconstruction from template
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* Privacy leakage through attribute prediction from template
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TABLE 1
Comparison of major algorithms for face image reconstruction from their corresponding templates

Algorithm Template features Evaluation Remarks

MDS [11] PCA, BIC, COTS Type-I attacka: TAR of 72% using BICb and 73% using COTSc at an
FAR of 1.0% on FERET

Linear model with limited
capacity

RBF
regression [9] LQP [12] Type-II attackd: 20% rank-1 identification error rate on FERET;

EER = 29% on LFW;
RBF model may have

limited generative capacity

CNN [13] Final feature of
FaceNet [14]

Reported results were mainly based on visualizations and no
comparable statistical results was reported

White-box template
extractor was assumed

Cole et. al., [15]
Intermediate

feature of
FaceNet [14]e

High-quality images (e.g.,
front-facing, neutral-pose)
are required for training.

This paper Final feature of
FaceNet [14]

Type-I attack: TARf of 95.20% (LFW) and 73.76% (FRGC v2.0) at an
FAR of 0.1%; rank-1 identification rate 95.57% on color FERET
Type-II attack: TAR of 58.05% (LFW) and 38.39% (FRGC v2.0) at

an FAR of 0.1%; rank-1 identification rate 92.84% on color FERET

Requires a large number of
images for network training

a Type-I attack refers to matching the reconstructed image against the face image from which the template was extracted.
b BIC refers to Bayesian intra/inter-person classifier [16].
c COTS refers to commercial off-the-shelf system. A local-feature-based COTS was used in [11].
d Type-II attack refers to matching the reconstructed image against a face image of the same subject that was not used for template creation.
e Output of 1024-D ‘avgpool’ layer of the “NN2” architecture.
f TAR for LFW and FRGC v2.0 cannot be directly compared because their similarity thresholds differ.
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(a) Successful match

0.09 0.10 0.12 0.13

(b) Unsuccessful match

Fig. 2. Example face images reconstructed from their templates using
the proposed method (VGG-NbB-P). The top row shows the original
images (from LFW) and the bottom row shows the corresponding recon-
structions. The numerical value shown between the two images is the
cosine similarity between the original and its reconstructed face image.
The similarity threshold is 0.51 (0.38) at FAR = 0.1% (1.0%).

are still far from practical because of the severe trade-off
between matching accuracy and system security [19], [20].

Face templates are typically compact binary or real-
valued feature representations8 that are extracted from face
images to increase the efficiency and accuracy of similar-
ity computation. Over the past couple of decades, a large
number of approaches have been proposed for face repre-
sentations. These representations can be broadly categorized
into (i) shallow [12], [21], [22], and (ii) deep (convolutional
neural network or CNN) representations [14], [23], [24], ac-
cording to the depth of their representational models9. Deep
representations have shown their superior performances in
face evaluation benchmarks (such as LFW [25], YouTube
Faces [14], [26], and NIST IJB-A [24], [27]). Therefore, it is
imperative to investigate the invertibility of deep templates
to determine their vulnerability to template reconstruction
attacks. However, to the best of our knowledge, no such
work has been reported.

In our study of template reconstruction attacks, we made
no assumptions about subjects used to train the target face
recognition system. Therefore, only public domain face im-
ages were used to train our template reconstruction model.

8. As face templates refer to face representations stored in a face
recognition system, these terms are used interchangeably in this paper.

9. Some researchers [23] refer to shallow representations as those that
are not extracted using deep networks.

The available algorithms for face image reconstruction from
templates [9], [11]10, [13], [15] are summarized in Table 1.
The generalizability of the published template reconstruc-
tion attacks [9], [11] is not known, as all of the training and
testing images used in their evaluations were subsets of the
same face dataset. No statistical study in terms of template
reconstruction attack has been reported in [13], [15].

To determine to what extent face templates derived from
deep networks can be inverted to obtain the original face
images, a reconstruction model with sufficient capacity is
needed to invert the complex mapping used in the deep
template extraction model [28]. De-convolutional neural
network (D-CNN)11 [29], [30], [31] is one of the straight-
forward deep models for reconstructing face images from
deep templates. To design a D-CNN with sufficient model
capacity12, one could increase the number of output chan-
nels (filters) in each de-convolution layer [32]. However, this
often introduces noisy and repeated channels since they are
treated equally during the training.

To address the issues of noisy (repeated) channels and
insufficient channel details, inspired by DenseNet [33] and
MemNet [34], we propose a neighborly de-convolutional net-
work framework (NbNet) and its building block, neighborly
de-convolution blocks (NbBlocks). The NbBlock produces
the same number of channels as a de-convolution layer
by (a) reducing the number of channels in de-convolution
layers to avoid the noisy and repeated channels; and (b) then
creating the reduced channels by learning from their neigh-
boring channels which were previously created in the same
block to increase the details in reconstructed face images. To
train the NbNets, a large number of face images are required.
Instead of following the time-consuming and expensive pro-
cess of collecting a sufficiently large face dataset [35], [36],

10. MDS method in the context of template reconstructible was
initially proposed for reconstructing templates by matching scores
between the target subject and attacking queries. However, it can also
be used for template reconstruction attacks [11].

11. Some researchers refer to D-CNNs as CNNs. However, given that
its purpose is the inverse of a CNN, we distinguish D-CNN and CNN.

12. The ability of a model to fit a wide variety of functions [28].
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Figure 9. (a) Layer-wise comparison of ANet after pre-training (b) Best
performing neurons analysis of ANet after fine-tuning. Best performing
neurons are different for different attributes. The proposed accuracies are
averaged over attributes which select their own subsets of best performing
neurons.

For example, the neurons in (a.1) and (a.4) correspond
to ‘gender’ and ‘race’, respectively. It reveals that the
high-level hidden neurons of ANet can implicitly learn
to discover semantic concepts, even though they are only
optimized for face recognition using identity information
and attribute labels are not used in pre-training. We also
observe that most of these concepts are intrinsic to face
identity, such as the shape of facial components, gender,
and race.

To better explain this phenomena, we compare the
accuracy of attribute prediction using features at different
layers of ANet right after pre-training. They are FC, C4,
and C3. The forty attributes are roughly separated into
two groups, which are identity-related attributes, such as
gender and race, and identity-non-related attributes, e.g.
attributes of expressions, wearing hat and sunglasses. We
select some representative attributes for each group and plot
the results in Fig.9(a), which shows that the performance of
FC outperforms C4 and C3 in the group of identity-related
attributes, but they are relatively weaker when dealing with
identity-non-related attributes. This is because the top layer
FC learns identity features, which are insensitive to intra-
personal face variations.

Fine-tuning Expands Semantic Concepts Fig.8 shows

that after fine-tuning, ANet can expand these concepts to
more attribute types. Fig.8(b) visualizes the neurons in the
FC layer, which are ranked by their responses in descending
order with respect to several test images. Human can assign
semantic meaning to each of these neurons. We found that
a large number of new concepts can be observed. Remark-
ably, these neurons express diverse high-level meanings
and cooperate to explain the test images. The activations
of all the neurons are visualized in Fig.8(b), and they are
sparse. In some sense, attributes presented in each test
image are explained by a sparse linear combination of these
concepts. For instance, the first image is described as “a
lady with bangs, brown hair, pale skin, narrow eyes and high
cheekbones”, which well matches human perception.

To validate this, we explore how the number of neurons
influences attribute prediction accuracies. Best performing
neurons for each attribute are identified by sorting corre-
sponding SVM weights. Fig.9(b) illusatrates that only 10%
of ANet best performing neurons are needed to achieve
90% of the original performance of a particular attribute3.
In contrast, HOG+PCA does not have the sparse nature
and need more than 95% features Besides, the best single
performing neuron of ANet outperforms that of HOG+PCA
by 25 percent in average prediction accuracy.

3.2. Attribute Prediction

Performance Comparison The attribute prediction per-
formance is reported in Table.1. On CelebA, the prediction
accuracies of FaceTracer [14], PANDA-w [32], PANDA-l
[32], and our LNets+ANet are 81, 79, 85, and 87 percent
respectively, while the corresponding accuracies on LFWA
are 74, 71, 81, and 84percent. Our method outperforms
PANDA-w by nearly 10 percent. Remarkably, even when
PANDA-l is equipped with groundtruth bounding boxes
and landmark positions, our method still achieves 3percent
gain. The strength of our method is illustrated not only
on global attributes, e.g. “Chubby” and “Young”, but also
on fine-grained facial traits, e.g. “Mastache” and “Pointy
Nose”. We also report performance on 19 extended at-
tributes and compare our result with [14] and [2]. The eval-

3Best performing neurons are different for different attributes.
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are still far from practical because of the severe trade-off
between matching accuracy and system security [19], [20].

Face templates are typically compact binary or real-
valued feature representations8 that are extracted from face
images to increase the efficiency and accuracy of similar-
ity computation. Over the past couple of decades, a large
number of approaches have been proposed for face repre-
sentations. These representations can be broadly categorized
into (i) shallow [12], [21], [22], and (ii) deep (convolutional
neural network or CNN) representations [14], [23], [24], ac-
cording to the depth of their representational models9. Deep
representations have shown their superior performances in
face evaluation benchmarks (such as LFW [25], YouTube
Faces [14], [26], and NIST IJB-A [24], [27]). Therefore, it is
imperative to investigate the invertibility of deep templates
to determine their vulnerability to template reconstruction
attacks. However, to the best of our knowledge, no such
work has been reported.

In our study of template reconstruction attacks, we made
no assumptions about subjects used to train the target face
recognition system. Therefore, only public domain face im-
ages were used to train our template reconstruction model.

8. As face templates refer to face representations stored in a face
recognition system, these terms are used interchangeably in this paper.

9. Some researchers [23] refer to shallow representations as those that
are not extracted using deep networks.

The available algorithms for face image reconstruction from
templates [9], [11]10, [13], [15] are summarized in Table 1.
The generalizability of the published template reconstruc-
tion attacks [9], [11] is not known, as all of the training and
testing images used in their evaluations were subsets of the
same face dataset. No statistical study in terms of template
reconstruction attack has been reported in [13], [15].

To determine to what extent face templates derived from
deep networks can be inverted to obtain the original face
images, a reconstruction model with sufficient capacity is
needed to invert the complex mapping used in the deep
template extraction model [28]. De-convolutional neural
network (D-CNN)11 [29], [30], [31] is one of the straight-
forward deep models for reconstructing face images from
deep templates. To design a D-CNN with sufficient model
capacity12, one could increase the number of output chan-
nels (filters) in each de-convolution layer [32]. However, this
often introduces noisy and repeated channels since they are
treated equally during the training.

To address the issues of noisy (repeated) channels and
insufficient channel details, inspired by DenseNet [33] and
MemNet [34], we propose a neighborly de-convolutional net-
work framework (NbNet) and its building block, neighborly
de-convolution blocks (NbBlocks). The NbBlock produces
the same number of channels as a de-convolution layer
by (a) reducing the number of channels in de-convolution
layers to avoid the noisy and repeated channels; and (b) then
creating the reduced channels by learning from their neigh-
boring channels which were previously created in the same
block to increase the details in reconstructed face images. To
train the NbNets, a large number of face images are required.
Instead of following the time-consuming and expensive pro-
cess of collecting a sufficiently large face dataset [35], [36],

10. MDS method in the context of template reconstructible was
initially proposed for reconstructing templates by matching scores
between the target subject and attacking queries. However, it can also
be used for template reconstruction attacks [11].

11. Some researchers refer to D-CNNs as CNNs. However, given that
its purpose is the inverse of a CNN, we distinguish D-CNN and CNN.
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Figure 9. (a) Layer-wise comparison of ANet after pre-training (b) Best
performing neurons analysis of ANet after fine-tuning. Best performing
neurons are different for different attributes. The proposed accuracies are
averaged over attributes which select their own subsets of best performing
neurons.

For example, the neurons in (a.1) and (a.4) correspond
to ‘gender’ and ‘race’, respectively. It reveals that the
high-level hidden neurons of ANet can implicitly learn
to discover semantic concepts, even though they are only
optimized for face recognition using identity information
and attribute labels are not used in pre-training. We also
observe that most of these concepts are intrinsic to face
identity, such as the shape of facial components, gender,
and race.

To better explain this phenomena, we compare the
accuracy of attribute prediction using features at different
layers of ANet right after pre-training. They are FC, C4,
and C3. The forty attributes are roughly separated into
two groups, which are identity-related attributes, such as
gender and race, and identity-non-related attributes, e.g.
attributes of expressions, wearing hat and sunglasses. We
select some representative attributes for each group and plot
the results in Fig.9(a), which shows that the performance of
FC outperforms C4 and C3 in the group of identity-related
attributes, but they are relatively weaker when dealing with
identity-non-related attributes. This is because the top layer
FC learns identity features, which are insensitive to intra-
personal face variations.

Fine-tuning Expands Semantic Concepts Fig.8 shows

that after fine-tuning, ANet can expand these concepts to
more attribute types. Fig.8(b) visualizes the neurons in the
FC layer, which are ranked by their responses in descending
order with respect to several test images. Human can assign
semantic meaning to each of these neurons. We found that
a large number of new concepts can be observed. Remark-
ably, these neurons express diverse high-level meanings
and cooperate to explain the test images. The activations
of all the neurons are visualized in Fig.8(b), and they are
sparse. In some sense, attributes presented in each test
image are explained by a sparse linear combination of these
concepts. For instance, the first image is described as “a
lady with bangs, brown hair, pale skin, narrow eyes and high
cheekbones”, which well matches human perception.

To validate this, we explore how the number of neurons
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neurons for each attribute are identified by sorting corre-
sponding SVM weights. Fig.9(b) illusatrates that only 10%
of ANet best performing neurons are needed to achieve
90% of the original performance of a particular attribute3.
In contrast, HOG+PCA does not have the sparse nature
and need more than 95% features Besides, the best single
performing neuron of ANet outperforms that of HOG+PCA
by 25 percent in average prediction accuracy.

3.2. Attribute Prediction

Performance Comparison The attribute prediction per-
formance is reported in Table.1. On CelebA, the prediction
accuracies of FaceTracer [14], PANDA-w [32], PANDA-l
[32], and our LNets+ANet are 81, 79, 85, and 87 percent
respectively, while the corresponding accuracies on LFWA
are 74, 71, 81, and 84percent. Our method outperforms
PANDA-w by nearly 10 percent. Remarkably, even when
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and landmark positions, our method still achieves 3percent
gain. The strength of our method is illustrated not only
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Fig. 2. Example face images reconstructed from their templates using
the proposed method (VGG-NbB-P). The top row shows the original
images (from LFW) and the bottom row shows the corresponding recon-
structions. The numerical value shown between the two images is the
cosine similarity between the original and its reconstructed face image.
The similarity threshold is 0.51 (0.38) at FAR = 0.1% (1.0%).

are still far from practical because of the severe trade-off
between matching accuracy and system security [19], [20].

Face templates are typically compact binary or real-
valued feature representations8 that are extracted from face
images to increase the efficiency and accuracy of similar-
ity computation. Over the past couple of decades, a large
number of approaches have been proposed for face repre-
sentations. These representations can be broadly categorized
into (i) shallow [12], [21], [22], and (ii) deep (convolutional
neural network or CNN) representations [14], [23], [24], ac-
cording to the depth of their representational models9. Deep
representations have shown their superior performances in
face evaluation benchmarks (such as LFW [25], YouTube
Faces [14], [26], and NIST IJB-A [24], [27]). Therefore, it is
imperative to investigate the invertibility of deep templates
to determine their vulnerability to template reconstruction
attacks. However, to the best of our knowledge, no such
work has been reported.

In our study of template reconstruction attacks, we made
no assumptions about subjects used to train the target face
recognition system. Therefore, only public domain face im-
ages were used to train our template reconstruction model.

8. As face templates refer to face representations stored in a face
recognition system, these terms are used interchangeably in this paper.

9. Some researchers [23] refer to shallow representations as those that
are not extracted using deep networks.

The available algorithms for face image reconstruction from
templates [9], [11]10, [13], [15] are summarized in Table 1.
The generalizability of the published template reconstruc-
tion attacks [9], [11] is not known, as all of the training and
testing images used in their evaluations were subsets of the
same face dataset. No statistical study in terms of template
reconstruction attack has been reported in [13], [15].

To determine to what extent face templates derived from
deep networks can be inverted to obtain the original face
images, a reconstruction model with sufficient capacity is
needed to invert the complex mapping used in the deep
template extraction model [28]. De-convolutional neural
network (D-CNN)11 [29], [30], [31] is one of the straight-
forward deep models for reconstructing face images from
deep templates. To design a D-CNN with sufficient model
capacity12, one could increase the number of output chan-
nels (filters) in each de-convolution layer [32]. However, this
often introduces noisy and repeated channels since they are
treated equally during the training.

To address the issues of noisy (repeated) channels and
insufficient channel details, inspired by DenseNet [33] and
MemNet [34], we propose a neighborly de-convolutional net-
work framework (NbNet) and its building block, neighborly
de-convolution blocks (NbBlocks). The NbBlock produces
the same number of channels as a de-convolution layer
by (a) reducing the number of channels in de-convolution
layers to avoid the noisy and repeated channels; and (b) then
creating the reduced channels by learning from their neigh-
boring channels which were previously created in the same
block to increase the details in reconstructed face images. To
train the NbNets, a large number of face images are required.
Instead of following the time-consuming and expensive pro-
cess of collecting a sufficiently large face dataset [35], [36],

10. MDS method in the context of template reconstructible was
initially proposed for reconstructing templates by matching scores
between the target subject and attacking queries. However, it can also
be used for template reconstruction attacks [11].

11. Some researchers refer to D-CNNs as CNNs. However, given that
its purpose is the inverse of a CNN, we distinguish D-CNN and CNN.

12. The ability of a model to fit a wide variety of functions [28].
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Figure 9. (a) Layer-wise comparison of ANet after pre-training (b) Best
performing neurons analysis of ANet after fine-tuning. Best performing
neurons are different for different attributes. The proposed accuracies are
averaged over attributes which select their own subsets of best performing
neurons.

For example, the neurons in (a.1) and (a.4) correspond
to ‘gender’ and ‘race’, respectively. It reveals that the
high-level hidden neurons of ANet can implicitly learn
to discover semantic concepts, even though they are only
optimized for face recognition using identity information
and attribute labels are not used in pre-training. We also
observe that most of these concepts are intrinsic to face
identity, such as the shape of facial components, gender,
and race.

To better explain this phenomena, we compare the
accuracy of attribute prediction using features at different
layers of ANet right after pre-training. They are FC, C4,
and C3. The forty attributes are roughly separated into
two groups, which are identity-related attributes, such as
gender and race, and identity-non-related attributes, e.g.
attributes of expressions, wearing hat and sunglasses. We
select some representative attributes for each group and plot
the results in Fig.9(a), which shows that the performance of
FC outperforms C4 and C3 in the group of identity-related
attributes, but they are relatively weaker when dealing with
identity-non-related attributes. This is because the top layer
FC learns identity features, which are insensitive to intra-
personal face variations.

Fine-tuning Expands Semantic Concepts Fig.8 shows

that after fine-tuning, ANet can expand these concepts to
more attribute types. Fig.8(b) visualizes the neurons in the
FC layer, which are ranked by their responses in descending
order with respect to several test images. Human can assign
semantic meaning to each of these neurons. We found that
a large number of new concepts can be observed. Remark-
ably, these neurons express diverse high-level meanings
and cooperate to explain the test images. The activations
of all the neurons are visualized in Fig.8(b), and they are
sparse. In some sense, attributes presented in each test
image are explained by a sparse linear combination of these
concepts. For instance, the first image is described as “a
lady with bangs, brown hair, pale skin, narrow eyes and high
cheekbones”, which well matches human perception.

To validate this, we explore how the number of neurons
influences attribute prediction accuracies. Best performing
neurons for each attribute are identified by sorting corre-
sponding SVM weights. Fig.9(b) illusatrates that only 10%
of ANet best performing neurons are needed to achieve
90% of the original performance of a particular attribute3.
In contrast, HOG+PCA does not have the sparse nature
and need more than 95% features Besides, the best single
performing neuron of ANet outperforms that of HOG+PCA
by 25 percent in average prediction accuracy.

3.2. Attribute Prediction

Performance Comparison The attribute prediction per-
formance is reported in Table.1. On CelebA, the prediction
accuracies of FaceTracer [14], PANDA-w [32], PANDA-l
[32], and our LNets+ANet are 81, 79, 85, and 87 percent
respectively, while the corresponding accuracies on LFWA
are 74, 71, 81, and 84percent. Our method outperforms
PANDA-w by nearly 10 percent. Remarkably, even when
PANDA-l is equipped with groundtruth bounding boxes
and landmark positions, our method still achieves 3percent
gain. The strength of our method is illustrated not only
on global attributes, e.g. “Chubby” and “Young”, but also
on fine-grained facial traits, e.g. “Mastache” and “Pointy
Nose”. We also report performance on 19 extended at-
tributes and compare our result with [14] and [2]. The eval-

3Best performing neurons are different for different attributes.
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1Mai, Guangcan, Kai Cao, C. YUEN Pong, and Anil K. Jain. “On the Reconstruction of Face Images from Deep Face Templates.” PAMI 2018
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Fig. 5 Securing a fingerprint minutiae template using fuzzy vault.

number of minutia points in the user’s fingerprint). The parameter q represents the
number of chaff points that are added and this parameter influences the security of
the vault. If no chaff points are added, the vault reveals the information about the
template and the secret. As more chaff points are added, the security increases. Typ-
ically, the number of chaff points is an order of magnitude larger than the number of
genuine points (q ¿ r). Parameter k denotes the degree of the encoding polynomial
and it controls the tolerance of the system to errors in the biometric data.

Since the introduction of the fuzzy vault scheme by Juels and Sudan, several re-
searchers have attempted to implement it in practice for securing fingerprint minu-
tiae templates. Clancy et al. [12] proposed a fuzzy vault scheme based on the loca-
tion of minutia points (row and column indices in the image) in a fingerprint. They
assumed that the template and query minutiae sets are pre-aligned, which is not a
realistic assumption in practical fingerprint authentication systems. Further, multi-
ple (four) fingerprint impressions of a user were used during enrollment for iden-
tifying the reliable minutia points. The error correction step was simulated without
being actually implemented. The False Non-Match Rate of their system was ap-
proximately 20-30% and they claimed that retrieving the secret was 269 times more
difficult for an attacker than for a genuine user.

The fingerprint-based fuzzy vault proposed by Yang et al. [56] also used only the
location information about the minutia points. Four impressions were used during
enrollment to identify a reference minutia, and the relative position of the remaining
minutia points with respect to the reference minutia was represented in the polar
coordinate system. This scheme was evaluated on a small database of 10 fingers
and a FNMR of 17% was reported. Chung et al. [11] proposed a geometric hashing
technique to perform alignment in a minutiae-based fingerprint fuzzy vault. Uludag
et al. [52] introduced a modification to the fuzzy vault scheme, which eliminated

(a) Fuzzy Vault

problems were first identified [3], [4], [20], working solutions
emerged only recently. A comprehensive review of these
techniques can be found in [30].

The topic of this paper, noninvertible (cancelable) trans-
forms, was one of the original solutions to privacy-preserving
biometric authentication. Instead of storing the original
biometric, it is transformed using a one-way function. The
transformed biometric and the transformation are stored
either distributed on a smart-card or centrally in a database.
The transformation can be performed either in the signal
domain (see Fig. 1a) or in the feature domain [20] (Fig. 1b).
This construct preserves privacy since it will not be possible
(or computationally very hard) to recover the original
biometric template using such a transformed version. If a
biometric is compromised, it can be simply reenrolled using
another transformation function, thus providing revocabil-
ity. The construct also prevents cross-matching between the
databases, since each application using the same biometric
uses a different transformation. Another advantage of this
approach is that the feature representation is not changed (in
both signal and feature domain transformation). This allows
the use of existing feature extraction and matching algo-
rithms. Moreover, the approach is backward compatible with
legacy biometric authentication installations.

In this paper, we present several noninvertible transforms
for constructing multiple identities from a fingerprint
template. The basic minutiae features are used in the
template. In Section 2, we review the recent literature in this
area. The key requirements for constructing a cancelable
template and the details of our proposed approach, including
accurate registration and various methods of transforming a
template, are presented in Section 3. The proposed techniques
have been extensively tested on various issues, including
cancelability, cross matching, noninvertibility, and loss of
accuracy attributed to transforms. We present these results in
Section 4 and, in Section 5, we analyze the brute force attack
strength. Finally, in Section 6, we summarize our results and
conclusions.

2 RELATED WORK

After Ratha et al. [20] formally defined the problem of
cancelable biometrics (also called revocable biometrics),
many alternate solutions have emerged from both the

biometric and cryptographic community. We loosely divide
the prior work into the following categories:

1. Biometric salting. This is similar to password “salt-
ing” in conventional crypto-systems. In this approach,
before hashing the password P of the user, it is
concatenated with a pseudorandom string S and the
resulting hashHðP þ SÞ is stored in the database. The
addition of the random sequence increases the
entropy and, therefore, the security of the password.
Biometric salting is based on the same principle. In
some instances, the new representation is quantized to
derive robust binary cryptographic keys. However,
the quantization is practical only because of the
additional entropy introduced through the “salt.”
The defining feature of this category is the addition of
user-specific random information to increase the
entropy of the biometric template. Further details
may be found in [8], [22], [23], [25], [26].

2. Biometric key generation. In this approach, a key is
derived directly from the biometric signal. The
advantage is that there is no need for user-specific
keys or tokens as required by “biometric salting”
methods and that it is therefore scalable. A key
KðBÞ, parameterized by the biometric B, is stored
instead of the actual biometric itself. During ver-
ification, it is checked if KðB0Þ ¼ KðBÞ. The major
problem with this approach is achieving error
tolerance in the key. The defining feature of this
category is the attempt to derive robust binary
representations (keys) from noisy biometric data
without the use of additional information. Further
details may be found in [6], [15], [16], [31].

3. Fuzzy schemes. Another approach for constructing
cancelable templates involves the use of public
auxiliary information P (also called helper data,
shielding functions, or fuzzy extractors), which is
combined with biometric information to reduce the
intrauser variation. The following is the defining
feature of this category: The schemes define a metric
dðB;B0Þ (e.g., Hamming, Euclidian, set distance,
etc.) on noisy biometric data B and B0. Further, the
schemes use generating and reproducing functions,
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Fig. 1. (a) Illustration of cancelable biometrics for face recognition. In this case, the face is distorted in the signal domain prior to feature extraction.
The distorted version does not match with the original biometric, while the two instances of distorted faces match among themselves. (b) Illustration
of feature domain transformation. In this case, each feature (e.g., minutiae position) is transformed using a noninvertible function Y ¼ fðXÞ. For
instance, the minutiae position X0 is mapped to Y0 ¼ fðX0Þ as shown. However, if we know Y0, the inverse mapping is a many-to-one transformation.
X0; X1; X2 . . .X6 are all valid inverse mappings to Y0. The complexity of the inverse mapping is exponential in the number of features, making the
transform practically noninvertible.

(b) Geometrical Transformations
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The approach of SRP [17] was later extended in [18] using sparse representation-based classification.

It was shown that the sparsity patterns that one obtains before and after applying random projections are

similar. As a result, cancelable biometric templates can be directly used for authentication rather than the

original ones without degrading the performance of a sparse representation-based classification algorithm.

C. Cancelable Biometric Filters

Motivated by the success of the correlation filter-based methods in pattern recognition and computer

vision applications [22], a random convolution method for generating cancelable biometric templates

was proposed in [23]. The idea is to encrypt biometric templates using random user specific convolution

kernels. The training images are convolved with a random convolution kernel. The seed used to generate

the random convolution kernel is used as the PIN. The convolved training images are then used to generate

a Minimum Average Correlation Energy (MACE) biometric filter. This encrypted filter is stored and used

for authentication. Figure 4(a) shows the enrollment stage using this method.

(a) (b)

Fig. 4: Correlation filter-based approach to cancelable biometrics [23]. (a) Enrollment stage for encrypted

filters. (b) Authentication stage using encrypted MACE filters.

During the recognition stage, the user presents the PIN and the encrypted filter which is used to

generate the convolution kernel. This random convolution kernel is convolved with the test face images

presented by the user. The convolved test images are cross-correlated with the encrypted MACE filter

and the resulting correlation outputs are used to authenticate the user. Figure 4(b) shows authentication

stage for this method.

It was shown that convolving the training images with any random convolution kernel prior to building

the MACE filters used for biometric recognition does not change the resulting correlation output [23].
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the biometric feature x 2 RN from the input biometric data. Using a user specific Tokenized Random

Numbers (TRN), n orthogonal pseudo-random vectors, bi 2 RN , i = 1, · · · , n, are generated, where

n  N . Then, the dot product of the feature vector and all the random vectors is calculated. Finally, a

binary discretization is applied to compute n bit BioHash template as

c = Sig

 X

i

xbi � ⌧

!
, (6)

where Sig(·) is defined as a signum function and ⌧ is an empirically determined threshold. Eq. (6)

only applies to a user who holds the user-specific random vectors bi 2 RN , i = 1, · · · , n, and thus

the formulation can be extended to introduce an ensemble of random subspaces, where each subspace

represents different individual k. The resulting BioHash is given as

ck = Sig

 X

i

xkbk
i � ⌧

!
, k = 1, · · · , g, (7)

where g is the total number of users in the system. Finally, the BioHash code is compared by the Hamming

distance for the similarity matching. Figure 6 shows the progression of BioHshing [33]. The BioHashing

framework is demonstrated to be a one-way transform, hence providing a high degree of security to the

biometric and external factors. A detailed statistical analysis of the BioHashing framework in terms of

random multispace quantization operations can be found in [9].

Fig. 6: Overview of BioHashing [33].

H. Random Permutations

Another common approach for generating cancelable biometric templates is based on random permu-

tation of features. In [39], two such methods were proposed for generating cancelable iris templates. The
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(d) Biohashing

* Drawback: Trade-Off matching performance for template security.
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Fig. 5 Securing a fingerprint minutiae template using fuzzy vault.

number of minutia points in the user’s fingerprint). The parameter q represents the
number of chaff points that are added and this parameter influences the security of
the vault. If no chaff points are added, the vault reveals the information about the
template and the secret. As more chaff points are added, the security increases. Typ-
ically, the number of chaff points is an order of magnitude larger than the number of
genuine points (q ¿ r). Parameter k denotes the degree of the encoding polynomial
and it controls the tolerance of the system to errors in the biometric data.

Since the introduction of the fuzzy vault scheme by Juels and Sudan, several re-
searchers have attempted to implement it in practice for securing fingerprint minu-
tiae templates. Clancy et al. [12] proposed a fuzzy vault scheme based on the loca-
tion of minutia points (row and column indices in the image) in a fingerprint. They
assumed that the template and query minutiae sets are pre-aligned, which is not a
realistic assumption in practical fingerprint authentication systems. Further, multi-
ple (four) fingerprint impressions of a user were used during enrollment for iden-
tifying the reliable minutia points. The error correction step was simulated without
being actually implemented. The False Non-Match Rate of their system was ap-
proximately 20-30% and they claimed that retrieving the secret was 269 times more
difficult for an attacker than for a genuine user.

The fingerprint-based fuzzy vault proposed by Yang et al. [56] also used only the
location information about the minutia points. Four impressions were used during
enrollment to identify a reference minutia, and the relative position of the remaining
minutia points with respect to the reference minutia was represented in the polar
coordinate system. This scheme was evaluated on a small database of 10 fingers
and a FNMR of 17% was reported. Chung et al. [11] proposed a geometric hashing
technique to perform alignment in a minutiae-based fingerprint fuzzy vault. Uludag
et al. [52] introduced a modification to the fuzzy vault scheme, which eliminated

(a) Fuzzy Vault

problems were first identified [3], [4], [20], working solutions
emerged only recently. A comprehensive review of these
techniques can be found in [30].

The topic of this paper, noninvertible (cancelable) trans-
forms, was one of the original solutions to privacy-preserving
biometric authentication. Instead of storing the original
biometric, it is transformed using a one-way function. The
transformed biometric and the transformation are stored
either distributed on a smart-card or centrally in a database.
The transformation can be performed either in the signal
domain (see Fig. 1a) or in the feature domain [20] (Fig. 1b).
This construct preserves privacy since it will not be possible
(or computationally very hard) to recover the original
biometric template using such a transformed version. If a
biometric is compromised, it can be simply reenrolled using
another transformation function, thus providing revocabil-
ity. The construct also prevents cross-matching between the
databases, since each application using the same biometric
uses a different transformation. Another advantage of this
approach is that the feature representation is not changed (in
both signal and feature domain transformation). This allows
the use of existing feature extraction and matching algo-
rithms. Moreover, the approach is backward compatible with
legacy biometric authentication installations.

In this paper, we present several noninvertible transforms
for constructing multiple identities from a fingerprint
template. The basic minutiae features are used in the
template. In Section 2, we review the recent literature in this
area. The key requirements for constructing a cancelable
template and the details of our proposed approach, including
accurate registration and various methods of transforming a
template, are presented in Section 3. The proposed techniques
have been extensively tested on various issues, including
cancelability, cross matching, noninvertibility, and loss of
accuracy attributed to transforms. We present these results in
Section 4 and, in Section 5, we analyze the brute force attack
strength. Finally, in Section 6, we summarize our results and
conclusions.

2 RELATED WORK

After Ratha et al. [20] formally defined the problem of
cancelable biometrics (also called revocable biometrics),
many alternate solutions have emerged from both the

biometric and cryptographic community. We loosely divide
the prior work into the following categories:

1. Biometric salting. This is similar to password “salt-
ing” in conventional crypto-systems. In this approach,
before hashing the password P of the user, it is
concatenated with a pseudorandom string S and the
resulting hashHðP þ SÞ is stored in the database. The
addition of the random sequence increases the
entropy and, therefore, the security of the password.
Biometric salting is based on the same principle. In
some instances, the new representation is quantized to
derive robust binary cryptographic keys. However,
the quantization is practical only because of the
additional entropy introduced through the “salt.”
The defining feature of this category is the addition of
user-specific random information to increase the
entropy of the biometric template. Further details
may be found in [8], [22], [23], [25], [26].

2. Biometric key generation. In this approach, a key is
derived directly from the biometric signal. The
advantage is that there is no need for user-specific
keys or tokens as required by “biometric salting”
methods and that it is therefore scalable. A key
KðBÞ, parameterized by the biometric B, is stored
instead of the actual biometric itself. During ver-
ification, it is checked if KðB0Þ ¼ KðBÞ. The major
problem with this approach is achieving error
tolerance in the key. The defining feature of this
category is the attempt to derive robust binary
representations (keys) from noisy biometric data
without the use of additional information. Further
details may be found in [6], [15], [16], [31].

3. Fuzzy schemes. Another approach for constructing
cancelable templates involves the use of public
auxiliary information P (also called helper data,
shielding functions, or fuzzy extractors), which is
combined with biometric information to reduce the
intrauser variation. The following is the defining
feature of this category: The schemes define a metric
dðB;B0Þ (e.g., Hamming, Euclidian, set distance,
etc.) on noisy biometric data B and B0. Further, the
schemes use generating and reproducing functions,
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Fig. 1. (a) Illustration of cancelable biometrics for face recognition. In this case, the face is distorted in the signal domain prior to feature extraction.
The distorted version does not match with the original biometric, while the two instances of distorted faces match among themselves. (b) Illustration
of feature domain transformation. In this case, each feature (e.g., minutiae position) is transformed using a noninvertible function Y ¼ fðXÞ. For
instance, the minutiae positionX0 is mapped to Y0 ¼ fðX0Þ as shown. However, if we know Y0, the inverse mapping is a many-to-one transformation.
X0; X1; X2 . . .X6 are all valid inverse mappings to Y0. The complexity of the inverse mapping is exponential in the number of features, making the
transform practically noninvertible.

(b) Geometrical Transformations
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The approach of SRP [17] was later extended in [18] using sparse representation-based classification.

It was shown that the sparsity patterns that one obtains before and after applying random projections are

similar. As a result, cancelable biometric templates can be directly used for authentication rather than the

original ones without degrading the performance of a sparse representation-based classification algorithm.

C. Cancelable Biometric Filters

Motivated by the success of the correlation filter-based methods in pattern recognition and computer

vision applications [22], a random convolution method for generating cancelable biometric templates

was proposed in [23]. The idea is to encrypt biometric templates using random user specific convolution

kernels. The training images are convolved with a random convolution kernel. The seed used to generate

the random convolution kernel is used as the PIN. The convolved training images are then used to generate

a Minimum Average Correlation Energy (MACE) biometric filter. This encrypted filter is stored and used

for authentication. Figure 4(a) shows the enrollment stage using this method.

(a) (b)

Fig. 4: Correlation filter-based approach to cancelable biometrics [23]. (a) Enrollment stage for encrypted

filters. (b) Authentication stage using encrypted MACE filters.

During the recognition stage, the user presents the PIN and the encrypted filter which is used to

generate the convolution kernel. This random convolution kernel is convolved with the test face images

presented by the user. The convolved test images are cross-correlated with the encrypted MACE filter

and the resulting correlation outputs are used to authenticate the user. Figure 4(b) shows authentication

stage for this method.

It was shown that convolving the training images with any random convolution kernel prior to building

the MACE filters used for biometric recognition does not change the resulting correlation output [23].
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the biometric feature x 2 RN from the input biometric data. Using a user specific Tokenized Random

Numbers (TRN), n orthogonal pseudo-random vectors, bi 2 RN , i = 1, · · · , n, are generated, where

n  N . Then, the dot product of the feature vector and all the random vectors is calculated. Finally, a

binary discretization is applied to compute n bit BioHash template as

c = Sig

 X

i

xbi � ⌧

!
, (6)

where Sig(·) is defined as a signum function and ⌧ is an empirically determined threshold. Eq. (6)

only applies to a user who holds the user-specific random vectors bi 2 RN , i = 1, · · · , n, and thus

the formulation can be extended to introduce an ensemble of random subspaces, where each subspace

represents different individual k. The resulting BioHash is given as

ck = Sig

 X

i

xkbk
i � ⌧

!
, k = 1, · · · , g, (7)

where g is the total number of users in the system. Finally, the BioHash code is compared by the Hamming

distance for the similarity matching. Figure 6 shows the progression of BioHshing [33]. The BioHashing

framework is demonstrated to be a one-way transform, hence providing a high degree of security to the

biometric and external factors. A detailed statistical analysis of the BioHashing framework in terms of

random multispace quantization operations can be found in [9].

Fig. 6: Overview of BioHashing [33].

H. Random Permutations

Another common approach for generating cancelable biometric templates is based on random permu-

tation of features. In [39], two such methods were proposed for generating cancelable iris templates. The
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Fig. 5 Securing a fingerprint minutiae template using fuzzy vault.

number of minutia points in the user’s fingerprint). The parameter q represents the
number of chaff points that are added and this parameter influences the security of
the vault. If no chaff points are added, the vault reveals the information about the
template and the secret. As more chaff points are added, the security increases. Typ-
ically, the number of chaff points is an order of magnitude larger than the number of
genuine points (q ¿ r). Parameter k denotes the degree of the encoding polynomial
and it controls the tolerance of the system to errors in the biometric data.

Since the introduction of the fuzzy vault scheme by Juels and Sudan, several re-
searchers have attempted to implement it in practice for securing fingerprint minu-
tiae templates. Clancy et al. [12] proposed a fuzzy vault scheme based on the loca-
tion of minutia points (row and column indices in the image) in a fingerprint. They
assumed that the template and query minutiae sets are pre-aligned, which is not a
realistic assumption in practical fingerprint authentication systems. Further, multi-
ple (four) fingerprint impressions of a user were used during enrollment for iden-
tifying the reliable minutia points. The error correction step was simulated without
being actually implemented. The False Non-Match Rate of their system was ap-
proximately 20-30% and they claimed that retrieving the secret was 269 times more
difficult for an attacker than for a genuine user.

The fingerprint-based fuzzy vault proposed by Yang et al. [56] also used only the
location information about the minutia points. Four impressions were used during
enrollment to identify a reference minutia, and the relative position of the remaining
minutia points with respect to the reference minutia was represented in the polar
coordinate system. This scheme was evaluated on a small database of 10 fingers
and a FNMR of 17% was reported. Chung et al. [11] proposed a geometric hashing
technique to perform alignment in a minutiae-based fingerprint fuzzy vault. Uludag
et al. [52] introduced a modification to the fuzzy vault scheme, which eliminated

(a) Fuzzy Vault

problems were first identified [3], [4], [20], working solutions
emerged only recently. A comprehensive review of these
techniques can be found in [30].

The topic of this paper, noninvertible (cancelable) trans-
forms, was one of the original solutions to privacy-preserving
biometric authentication. Instead of storing the original
biometric, it is transformed using a one-way function. The
transformed biometric and the transformation are stored
either distributed on a smart-card or centrally in a database.
The transformation can be performed either in the signal
domain (see Fig. 1a) or in the feature domain [20] (Fig. 1b).
This construct preserves privacy since it will not be possible
(or computationally very hard) to recover the original
biometric template using such a transformed version. If a
biometric is compromised, it can be simply reenrolled using
another transformation function, thus providing revocabil-
ity. The construct also prevents cross-matching between the
databases, since each application using the same biometric
uses a different transformation. Another advantage of this
approach is that the feature representation is not changed (in
both signal and feature domain transformation). This allows
the use of existing feature extraction and matching algo-
rithms. Moreover, the approach is backward compatible with
legacy biometric authentication installations.

In this paper, we present several noninvertible transforms
for constructing multiple identities from a fingerprint
template. The basic minutiae features are used in the
template. In Section 2, we review the recent literature in this
area. The key requirements for constructing a cancelable
template and the details of our proposed approach, including
accurate registration and various methods of transforming a
template, are presented in Section 3. The proposed techniques
have been extensively tested on various issues, including
cancelability, cross matching, noninvertibility, and loss of
accuracy attributed to transforms. We present these results in
Section 4 and, in Section 5, we analyze the brute force attack
strength. Finally, in Section 6, we summarize our results and
conclusions.

2 RELATED WORK

After Ratha et al. [20] formally defined the problem of
cancelable biometrics (also called revocable biometrics),
many alternate solutions have emerged from both the

biometric and cryptographic community. We loosely divide
the prior work into the following categories:

1. Biometric salting. This is similar to password “salt-
ing” in conventional crypto-systems. In this approach,
before hashing the password P of the user, it is
concatenated with a pseudorandom string S and the
resulting hashHðP þ SÞ is stored in the database. The
addition of the random sequence increases the
entropy and, therefore, the security of the password.
Biometric salting is based on the same principle. In
some instances, the new representation is quantized to
derive robust binary cryptographic keys. However,
the quantization is practical only because of the
additional entropy introduced through the “salt.”
The defining feature of this category is the addition of
user-specific random information to increase the
entropy of the biometric template. Further details
may be found in [8], [22], [23], [25], [26].

2. Biometric key generation. In this approach, a key is
derived directly from the biometric signal. The
advantage is that there is no need for user-specific
keys or tokens as required by “biometric salting”
methods and that it is therefore scalable. A key
KðBÞ, parameterized by the biometric B, is stored
instead of the actual biometric itself. During ver-
ification, it is checked if KðB0Þ ¼ KðBÞ. The major
problem with this approach is achieving error
tolerance in the key. The defining feature of this
category is the attempt to derive robust binary
representations (keys) from noisy biometric data
without the use of additional information. Further
details may be found in [6], [15], [16], [31].

3. Fuzzy schemes. Another approach for constructing
cancelable templates involves the use of public
auxiliary information P (also called helper data,
shielding functions, or fuzzy extractors), which is
combined with biometric information to reduce the
intrauser variation. The following is the defining
feature of this category: The schemes define a metric
dðB;B0Þ (e.g., Hamming, Euclidian, set distance,
etc.) on noisy biometric data B and B0. Further, the
schemes use generating and reproducing functions,
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Fig. 1. (a) Illustration of cancelable biometrics for face recognition. In this case, the face is distorted in the signal domain prior to feature extraction.
The distorted version does not match with the original biometric, while the two instances of distorted faces match among themselves. (b) Illustration
of feature domain transformation. In this case, each feature (e.g., minutiae position) is transformed using a noninvertible function Y ¼ fðXÞ. For
instance, the minutiae positionX0 is mapped to Y0 ¼ fðX0Þ as shown. However, if we know Y0, the inverse mapping is a many-to-one transformation.
X0; X1; X2 . . .X6 are all valid inverse mappings to Y0. The complexity of the inverse mapping is exponential in the number of features, making the
transform practically noninvertible.

(b) Geometrical Transformations
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The approach of SRP [17] was later extended in [18] using sparse representation-based classification.

It was shown that the sparsity patterns that one obtains before and after applying random projections are

similar. As a result, cancelable biometric templates can be directly used for authentication rather than the

original ones without degrading the performance of a sparse representation-based classification algorithm.

C. Cancelable Biometric Filters

Motivated by the success of the correlation filter-based methods in pattern recognition and computer

vision applications [22], a random convolution method for generating cancelable biometric templates

was proposed in [23]. The idea is to encrypt biometric templates using random user specific convolution

kernels. The training images are convolved with a random convolution kernel. The seed used to generate

the random convolution kernel is used as the PIN. The convolved training images are then used to generate

a Minimum Average Correlation Energy (MACE) biometric filter. This encrypted filter is stored and used

for authentication. Figure 4(a) shows the enrollment stage using this method.

(a) (b)

Fig. 4: Correlation filter-based approach to cancelable biometrics [23]. (a) Enrollment stage for encrypted

filters. (b) Authentication stage using encrypted MACE filters.

During the recognition stage, the user presents the PIN and the encrypted filter which is used to

generate the convolution kernel. This random convolution kernel is convolved with the test face images

presented by the user. The convolved test images are cross-correlated with the encrypted MACE filter

and the resulting correlation outputs are used to authenticate the user. Figure 4(b) shows authentication

stage for this method.

It was shown that convolving the training images with any random convolution kernel prior to building

the MACE filters used for biometric recognition does not change the resulting correlation output [23].
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the biometric feature x 2 RN from the input biometric data. Using a user specific Tokenized Random

Numbers (TRN), n orthogonal pseudo-random vectors, bi 2 RN , i = 1, · · · , n, are generated, where

n  N . Then, the dot product of the feature vector and all the random vectors is calculated. Finally, a

binary discretization is applied to compute n bit BioHash template as

c = Sig

 X

i

xbi � ⌧

!
, (6)

where Sig(·) is defined as a signum function and ⌧ is an empirically determined threshold. Eq. (6)

only applies to a user who holds the user-specific random vectors bi 2 RN , i = 1, · · · , n, and thus

the formulation can be extended to introduce an ensemble of random subspaces, where each subspace

represents different individual k. The resulting BioHash is given as

ck = Sig

 X

i

xkbk
i � ⌧

!
, k = 1, · · · , g, (7)

where g is the total number of users in the system. Finally, the BioHash code is compared by the Hamming

distance for the similarity matching. Figure 6 shows the progression of BioHshing [33]. The BioHashing

framework is demonstrated to be a one-way transform, hence providing a high degree of security to the

biometric and external factors. A detailed statistical analysis of the BioHashing framework in terms of

random multispace quantization operations can be found in [9].

Fig. 6: Overview of BioHashing [33].

H. Random Permutations

Another common approach for generating cancelable biometric templates is based on random permu-

tation of features. In [39], two such methods were proposed for generating cancelable iris templates. The
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Fig. 5 Securing a fingerprint minutiae template using fuzzy vault.

number of minutia points in the user’s fingerprint). The parameter q represents the
number of chaff points that are added and this parameter influences the security of
the vault. If no chaff points are added, the vault reveals the information about the
template and the secret. As more chaff points are added, the security increases. Typ-
ically, the number of chaff points is an order of magnitude larger than the number of
genuine points (q ¿ r). Parameter k denotes the degree of the encoding polynomial
and it controls the tolerance of the system to errors in the biometric data.

Since the introduction of the fuzzy vault scheme by Juels and Sudan, several re-
searchers have attempted to implement it in practice for securing fingerprint minu-
tiae templates. Clancy et al. [12] proposed a fuzzy vault scheme based on the loca-
tion of minutia points (row and column indices in the image) in a fingerprint. They
assumed that the template and query minutiae sets are pre-aligned, which is not a
realistic assumption in practical fingerprint authentication systems. Further, multi-
ple (four) fingerprint impressions of a user were used during enrollment for iden-
tifying the reliable minutia points. The error correction step was simulated without
being actually implemented. The False Non-Match Rate of their system was ap-
proximately 20-30% and they claimed that retrieving the secret was 269 times more
difficult for an attacker than for a genuine user.

The fingerprint-based fuzzy vault proposed by Yang et al. [56] also used only the
location information about the minutia points. Four impressions were used during
enrollment to identify a reference minutia, and the relative position of the remaining
minutia points with respect to the reference minutia was represented in the polar
coordinate system. This scheme was evaluated on a small database of 10 fingers
and a FNMR of 17% was reported. Chung et al. [11] proposed a geometric hashing
technique to perform alignment in a minutiae-based fingerprint fuzzy vault. Uludag
et al. [52] introduced a modification to the fuzzy vault scheme, which eliminated

(a) Fuzzy Vault

problems were first identified [3], [4], [20], working solutions
emerged only recently. A comprehensive review of these
techniques can be found in [30].

The topic of this paper, noninvertible (cancelable) trans-
forms, was one of the original solutions to privacy-preserving
biometric authentication. Instead of storing the original
biometric, it is transformed using a one-way function. The
transformed biometric and the transformation are stored
either distributed on a smart-card or centrally in a database.
The transformation can be performed either in the signal
domain (see Fig. 1a) or in the feature domain [20] (Fig. 1b).
This construct preserves privacy since it will not be possible
(or computationally very hard) to recover the original
biometric template using such a transformed version. If a
biometric is compromised, it can be simply reenrolled using
another transformation function, thus providing revocabil-
ity. The construct also prevents cross-matching between the
databases, since each application using the same biometric
uses a different transformation. Another advantage of this
approach is that the feature representation is not changed (in
both signal and feature domain transformation). This allows
the use of existing feature extraction and matching algo-
rithms. Moreover, the approach is backward compatible with
legacy biometric authentication installations.

In this paper, we present several noninvertible transforms
for constructing multiple identities from a fingerprint
template. The basic minutiae features are used in the
template. In Section 2, we review the recent literature in this
area. The key requirements for constructing a cancelable
template and the details of our proposed approach, including
accurate registration and various methods of transforming a
template, are presented in Section 3. The proposed techniques
have been extensively tested on various issues, including
cancelability, cross matching, noninvertibility, and loss of
accuracy attributed to transforms. We present these results in
Section 4 and, in Section 5, we analyze the brute force attack
strength. Finally, in Section 6, we summarize our results and
conclusions.

2 RELATED WORK

After Ratha et al. [20] formally defined the problem of
cancelable biometrics (also called revocable biometrics),
many alternate solutions have emerged from both the

biometric and cryptographic community. We loosely divide
the prior work into the following categories:

1. Biometric salting. This is similar to password “salt-
ing” in conventional crypto-systems. In this approach,
before hashing the password P of the user, it is
concatenated with a pseudorandom string S and the
resulting hashHðP þ SÞ is stored in the database. The
addition of the random sequence increases the
entropy and, therefore, the security of the password.
Biometric salting is based on the same principle. In
some instances, the new representation is quantized to
derive robust binary cryptographic keys. However,
the quantization is practical only because of the
additional entropy introduced through the “salt.”
The defining feature of this category is the addition of
user-specific random information to increase the
entropy of the biometric template. Further details
may be found in [8], [22], [23], [25], [26].

2. Biometric key generation. In this approach, a key is
derived directly from the biometric signal. The
advantage is that there is no need for user-specific
keys or tokens as required by “biometric salting”
methods and that it is therefore scalable. A key
KðBÞ, parameterized by the biometric B, is stored
instead of the actual biometric itself. During ver-
ification, it is checked if KðB0Þ ¼ KðBÞ. The major
problem with this approach is achieving error
tolerance in the key. The defining feature of this
category is the attempt to derive robust binary
representations (keys) from noisy biometric data
without the use of additional information. Further
details may be found in [6], [15], [16], [31].

3. Fuzzy schemes. Another approach for constructing
cancelable templates involves the use of public
auxiliary information P (also called helper data,
shielding functions, or fuzzy extractors), which is
combined with biometric information to reduce the
intrauser variation. The following is the defining
feature of this category: The schemes define a metric
dðB;B0Þ (e.g., Hamming, Euclidian, set distance,
etc.) on noisy biometric data B and B0. Further, the
schemes use generating and reproducing functions,
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Fig. 1. (a) Illustration of cancelable biometrics for face recognition. In this case, the face is distorted in the signal domain prior to feature extraction.
The distorted version does not match with the original biometric, while the two instances of distorted faces match among themselves. (b) Illustration
of feature domain transformation. In this case, each feature (e.g., minutiae position) is transformed using a noninvertible function Y ¼ fðXÞ. For
instance, the minutiae positionX0 is mapped to Y0 ¼ fðX0Þ as shown. However, if we know Y0, the inverse mapping is a many-to-one transformation.
X0; X1; X2 . . .X6 are all valid inverse mappings to Y0. The complexity of the inverse mapping is exponential in the number of features, making the
transform practically noninvertible.

(b) Geometrical Transformations
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The approach of SRP [17] was later extended in [18] using sparse representation-based classification.

It was shown that the sparsity patterns that one obtains before and after applying random projections are

similar. As a result, cancelable biometric templates can be directly used for authentication rather than the

original ones without degrading the performance of a sparse representation-based classification algorithm.

C. Cancelable Biometric Filters

Motivated by the success of the correlation filter-based methods in pattern recognition and computer

vision applications [22], a random convolution method for generating cancelable biometric templates

was proposed in [23]. The idea is to encrypt biometric templates using random user specific convolution

kernels. The training images are convolved with a random convolution kernel. The seed used to generate

the random convolution kernel is used as the PIN. The convolved training images are then used to generate

a Minimum Average Correlation Energy (MACE) biometric filter. This encrypted filter is stored and used

for authentication. Figure 4(a) shows the enrollment stage using this method.

(a) (b)

Fig. 4: Correlation filter-based approach to cancelable biometrics [23]. (a) Enrollment stage for encrypted

filters. (b) Authentication stage using encrypted MACE filters.

During the recognition stage, the user presents the PIN and the encrypted filter which is used to

generate the convolution kernel. This random convolution kernel is convolved with the test face images

presented by the user. The convolved test images are cross-correlated with the encrypted MACE filter

and the resulting correlation outputs are used to authenticate the user. Figure 4(b) shows authentication

stage for this method.

It was shown that convolving the training images with any random convolution kernel prior to building

the MACE filters used for biometric recognition does not change the resulting correlation output [23].
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the biometric feature x 2 RN from the input biometric data. Using a user specific Tokenized Random

Numbers (TRN), n orthogonal pseudo-random vectors, bi 2 RN , i = 1, · · · , n, are generated, where

n  N . Then, the dot product of the feature vector and all the random vectors is calculated. Finally, a

binary discretization is applied to compute n bit BioHash template as

c = Sig

 X

i

xbi � ⌧

!
, (6)

where Sig(·) is defined as a signum function and ⌧ is an empirically determined threshold. Eq. (6)

only applies to a user who holds the user-specific random vectors bi 2 RN , i = 1, · · · , n, and thus

the formulation can be extended to introduce an ensemble of random subspaces, where each subspace

represents different individual k. The resulting BioHash is given as

ck = Sig

 X

i

xkbk
i � ⌧

!
, k = 1, · · · , g, (7)

where g is the total number of users in the system. Finally, the BioHash code is compared by the Hamming

distance for the similarity matching. Figure 6 shows the progression of BioHshing [33]. The BioHashing

framework is demonstrated to be a one-way transform, hence providing a high degree of security to the

biometric and external factors. A detailed statistical analysis of the BioHashing framework in terms of

random multispace quantization operations can be found in [9].

Fig. 6: Overview of BioHashing [33].

H. Random Permutations

Another common approach for generating cancelable biometric templates is based on random permu-

tation of features. In [39], two such methods were proposed for generating cancelable iris templates. The
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Fig. 5 Securing a fingerprint minutiae template using fuzzy vault.

number of minutia points in the user’s fingerprint). The parameter q represents the
number of chaff points that are added and this parameter influences the security of
the vault. If no chaff points are added, the vault reveals the information about the
template and the secret. As more chaff points are added, the security increases. Typ-
ically, the number of chaff points is an order of magnitude larger than the number of
genuine points (q ¿ r). Parameter k denotes the degree of the encoding polynomial
and it controls the tolerance of the system to errors in the biometric data.

Since the introduction of the fuzzy vault scheme by Juels and Sudan, several re-
searchers have attempted to implement it in practice for securing fingerprint minu-
tiae templates. Clancy et al. [12] proposed a fuzzy vault scheme based on the loca-
tion of minutia points (row and column indices in the image) in a fingerprint. They
assumed that the template and query minutiae sets are pre-aligned, which is not a
realistic assumption in practical fingerprint authentication systems. Further, multi-
ple (four) fingerprint impressions of a user were used during enrollment for iden-
tifying the reliable minutia points. The error correction step was simulated without
being actually implemented. The False Non-Match Rate of their system was ap-
proximately 20-30% and they claimed that retrieving the secret was 269 times more
difficult for an attacker than for a genuine user.

The fingerprint-based fuzzy vault proposed by Yang et al. [56] also used only the
location information about the minutia points. Four impressions were used during
enrollment to identify a reference minutia, and the relative position of the remaining
minutia points with respect to the reference minutia was represented in the polar
coordinate system. This scheme was evaluated on a small database of 10 fingers
and a FNMR of 17% was reported. Chung et al. [11] proposed a geometric hashing
technique to perform alignment in a minutiae-based fingerprint fuzzy vault. Uludag
et al. [52] introduced a modification to the fuzzy vault scheme, which eliminated

(a) Fuzzy Vault

problems were first identified [3], [4], [20], working solutions
emerged only recently. A comprehensive review of these
techniques can be found in [30].

The topic of this paper, noninvertible (cancelable) trans-
forms, was one of the original solutions to privacy-preserving
biometric authentication. Instead of storing the original
biometric, it is transformed using a one-way function. The
transformed biometric and the transformation are stored
either distributed on a smart-card or centrally in a database.
The transformation can be performed either in the signal
domain (see Fig. 1a) or in the feature domain [20] (Fig. 1b).
This construct preserves privacy since it will not be possible
(or computationally very hard) to recover the original
biometric template using such a transformed version. If a
biometric is compromised, it can be simply reenrolled using
another transformation function, thus providing revocabil-
ity. The construct also prevents cross-matching between the
databases, since each application using the same biometric
uses a different transformation. Another advantage of this
approach is that the feature representation is not changed (in
both signal and feature domain transformation). This allows
the use of existing feature extraction and matching algo-
rithms. Moreover, the approach is backward compatible with
legacy biometric authentication installations.

In this paper, we present several noninvertible transforms
for constructing multiple identities from a fingerprint
template. The basic minutiae features are used in the
template. In Section 2, we review the recent literature in this
area. The key requirements for constructing a cancelable
template and the details of our proposed approach, including
accurate registration and various methods of transforming a
template, are presented in Section 3. The proposed techniques
have been extensively tested on various issues, including
cancelability, cross matching, noninvertibility, and loss of
accuracy attributed to transforms. We present these results in
Section 4 and, in Section 5, we analyze the brute force attack
strength. Finally, in Section 6, we summarize our results and
conclusions.

2 RELATED WORK

After Ratha et al. [20] formally defined the problem of
cancelable biometrics (also called revocable biometrics),
many alternate solutions have emerged from both the

biometric and cryptographic community. We loosely divide
the prior work into the following categories:

1. Biometric salting. This is similar to password “salt-
ing” in conventional crypto-systems. In this approach,
before hashing the password P of the user, it is
concatenated with a pseudorandom string S and the
resulting hashHðP þ SÞ is stored in the database. The
addition of the random sequence increases the
entropy and, therefore, the security of the password.
Biometric salting is based on the same principle. In
some instances, the new representation is quantized to
derive robust binary cryptographic keys. However,
the quantization is practical only because of the
additional entropy introduced through the “salt.”
The defining feature of this category is the addition of
user-specific random information to increase the
entropy of the biometric template. Further details
may be found in [8], [22], [23], [25], [26].

2. Biometric key generation. In this approach, a key is
derived directly from the biometric signal. The
advantage is that there is no need for user-specific
keys or tokens as required by “biometric salting”
methods and that it is therefore scalable. A key
KðBÞ, parameterized by the biometric B, is stored
instead of the actual biometric itself. During ver-
ification, it is checked if KðB0Þ ¼ KðBÞ. The major
problem with this approach is achieving error
tolerance in the key. The defining feature of this
category is the attempt to derive robust binary
representations (keys) from noisy biometric data
without the use of additional information. Further
details may be found in [6], [15], [16], [31].

3. Fuzzy schemes. Another approach for constructing
cancelable templates involves the use of public
auxiliary information P (also called helper data,
shielding functions, or fuzzy extractors), which is
combined with biometric information to reduce the
intrauser variation. The following is the defining
feature of this category: The schemes define a metric
dðB;B0Þ (e.g., Hamming, Euclidian, set distance,
etc.) on noisy biometric data B and B0. Further, the
schemes use generating and reproducing functions,
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Fig. 1. (a) Illustration of cancelable biometrics for face recognition. In this case, the face is distorted in the signal domain prior to feature extraction.
The distorted version does not match with the original biometric, while the two instances of distorted faces match among themselves. (b) Illustration
of feature domain transformation. In this case, each feature (e.g., minutiae position) is transformed using a noninvertible function Y ¼ fðXÞ. For
instance, the minutiae positionX0 is mapped to Y0 ¼ fðX0Þ as shown. However, if we know Y0, the inverse mapping is a many-to-one transformation.
X0; X1; X2 . . .X6 are all valid inverse mappings to Y0. The complexity of the inverse mapping is exponential in the number of features, making the
transform practically noninvertible.

(b) Geometrical Transformations
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The approach of SRP [17] was later extended in [18] using sparse representation-based classification.

It was shown that the sparsity patterns that one obtains before and after applying random projections are

similar. As a result, cancelable biometric templates can be directly used for authentication rather than the

original ones without degrading the performance of a sparse representation-based classification algorithm.

C. Cancelable Biometric Filters

Motivated by the success of the correlation filter-based methods in pattern recognition and computer

vision applications [22], a random convolution method for generating cancelable biometric templates

was proposed in [23]. The idea is to encrypt biometric templates using random user specific convolution

kernels. The training images are convolved with a random convolution kernel. The seed used to generate

the random convolution kernel is used as the PIN. The convolved training images are then used to generate

a Minimum Average Correlation Energy (MACE) biometric filter. This encrypted filter is stored and used

for authentication. Figure 4(a) shows the enrollment stage using this method.

(a) (b)

Fig. 4: Correlation filter-based approach to cancelable biometrics [23]. (a) Enrollment stage for encrypted

filters. (b) Authentication stage using encrypted MACE filters.

During the recognition stage, the user presents the PIN and the encrypted filter which is used to

generate the convolution kernel. This random convolution kernel is convolved with the test face images

presented by the user. The convolved test images are cross-correlated with the encrypted MACE filter

and the resulting correlation outputs are used to authenticate the user. Figure 4(b) shows authentication

stage for this method.

It was shown that convolving the training images with any random convolution kernel prior to building

the MACE filters used for biometric recognition does not change the resulting correlation output [23].
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the biometric feature x 2 RN from the input biometric data. Using a user specific Tokenized Random

Numbers (TRN), n orthogonal pseudo-random vectors, bi 2 RN , i = 1, · · · , n, are generated, where

n  N . Then, the dot product of the feature vector and all the random vectors is calculated. Finally, a

binary discretization is applied to compute n bit BioHash template as

c = Sig

 X

i

xbi � ⌧

!
, (6)

where Sig(·) is defined as a signum function and ⌧ is an empirically determined threshold. Eq. (6)

only applies to a user who holds the user-specific random vectors bi 2 RN , i = 1, · · · , n, and thus

the formulation can be extended to introduce an ensemble of random subspaces, where each subspace

represents different individual k. The resulting BioHash is given as

ck = Sig

 X

i

xkbk
i � ⌧

!
, k = 1, · · · , g, (7)

where g is the total number of users in the system. Finally, the BioHash code is compared by the Hamming

distance for the similarity matching. Figure 6 shows the progression of BioHshing [33]. The BioHashing

framework is demonstrated to be a one-way transform, hence providing a high degree of security to the

biometric and external factors. A detailed statistical analysis of the BioHashing framework in terms of

random multispace quantization operations can be found in [9].

Fig. 6: Overview of BioHashing [33].

H. Random Permutations

Another common approach for generating cancelable biometric templates is based on random permu-

tation of features. In [39], two such methods were proposed for generating cancelable iris templates. The
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>>> What is Homomorphic Encryption?

* Encryption that allows computations on ciphertext.

* Partially Homomorphic Encryption: allows homomorphic additions or
multiplications

* Somewhat Homomorphic Encryption: allows limited number of homomorphic
additions and multiplications

* Fully Homomorphic Encryption: allows unlimited number of additions and
multiplications

This Paper Explores:
* feasibility of fully homomorphic encryption for secure face matching.

* efficiency of fully homomorphic encryption for secure face matching.
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>>> Enrollment Protocol

* Client device:
* generates cryptographic keys

* captures biometric signature + extracts feature

* encrypts feature

* transmits encrypted feature + identity label to remote database

Encrypted Database

Client Device

(E(x), c)

Key Gen

Encryptionx

θd

θe
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>>> Authentication Protocol

* Client device:
* captures biometric signature + extracts feature

* encrypts feature
* transmits encrypted feature + claimed identity label to remote database

* Remote Database:

* homomorphic inner product between encrypted probe and gallery
* transmits encrypted scores to client

* Client device:

* decrypts received scores and makes decision

Encrypted Database

Client Device

θe

Encryption

y

θd

Decryption(d1, . . . , dn)

(E(y), c′)

(E(d1), . . . , E(dn))
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>>> Homomorphic Inner Products

* Feature Matching:

Euclidean Distance: d(x,y) = ‖x− y‖2
2 = xTx+ yTy − 2xTy

Cosine Similarity: s(x,y) = xTy

‖x‖‖y‖

* Inner Product:

xTy =
d∑

i=1
xiyi

* Homomorphic Inner Product:

s(x,y) = D

 d∑
i=1
E(xi,θe)E(yi,θe),θd
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>>> Batching: Amortized Homomorphic Inner Product

* Inner Product: d homomorphic multiplications + d− 1 homomorphic additions

* Complexity: homomorphic multiplication >>> homomorphic addition

* Batching Inner Product: 1 homomorphic multiplications + log2(d)
homomorphic additions

* Template Size: batching size <<< no batching size
* Key Idea: amortized inner product

* Encode entire vector at once + repetitive circular shift and addition

6 1 2 2

9 3 -4 0

× 54 3 -8 0 +

K
g1

57 -5 -8 54 +

K
g2

49 49 49 49 × 49 0 0 0

3 -8 0 54 -8 54 57 -5 01 0 0
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>>> Experimental Setup

* Datasets: LFW, IJB-A, IJB-B and CASIA

* Models: FaceNet (128-D) and SphereFace (512-D)

* Evaluation: True Accept Rate 0.01%, 0.1% and 1% FAR

* Options: different quantization, security levels, dimensionality of features
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>>> Computational Complexity

* Pairwise Matching Time
* Homomorphic Encryption
* Homomorphic Matching
* Homomorphic Decryption

* Template Size
* Database storage size
* Communicating encrypted templates

Table: Matching Time and Template Memory

Security Dim No FHE No Batching Batching
in bits Time Mem Time (ms) Mem Time (ms) Mem

(λ) (d) (µs) (KB) Enc Score Dec Total (MB) Enc Score Dec Total (KB)

128

64 0.44 2.0

4.40 5.25 0.01 9.66 0.25 0.07 0.17 0.01 0.25 2.0

128 0.89 4.0

17.57 21.05 0.02 38.64 1.0 0.14 0.38 0.02 0.59 4.0

512 3.48 16.0

280.19 343.81 0.08 624.07 16.5 0.58 1.80 0.07 2.45 16.0

1024 7.49 32.0

2214.88 2924.75 0.33 5139.97 131.0 2.27 8.36 0.30 11.42 32.0

[˜]$ [12/1]



>>> Computational Complexity

* Pairwise Matching Time
* Homomorphic Encryption
* Homomorphic Matching
* Homomorphic Decryption

* Template Size
* Database storage size
* Communicating encrypted templates

Table: Matching Time and Template Memory

Security Dim No FHE No Batching Batching
in bits Time Mem Time (ms) Mem Time (ms) Mem

(λ) (d) (µs) (KB) Enc Score Dec Total (MB) Enc Score Dec Total (KB)

128

64 0.44 2.0

4.40 5.25 0.01 9.66 0.25 0.07 0.17 0.01 0.25 2.0

128 0.89 4.0

17.57 21.05 0.02 38.64 1.0 0.14 0.38 0.02 0.59 4.0

512 3.48 16.0

280.19 343.81 0.08 624.07 16.5 0.58 1.80 0.07 2.45 16.0

1024 7.49 32.0

2214.88 2924.75 0.33 5139.97 131.0 2.27 8.36 0.30 11.42 32.0

[˜]$ [12/1]



>>> Computational Complexity

* Pairwise Matching Time
* Homomorphic Encryption
* Homomorphic Matching
* Homomorphic Decryption

* Template Size
* Database storage size
* Communicating encrypted templates

Table: Matching Time and Template Memory

Security Dim No FHE No Batching Batching
in bits Time Mem Time (ms) Mem Time (ms) Mem

(λ) (d) (µs) (KB) Enc Score Dec Total (MB) Enc Score Dec Total (KB)

128

64 0.44 2.0 4.40 5.25 0.01 9.66 0.25

0.07 0.17 0.01 0.25 2.0

128 0.89 4.0 17.57 21.05 0.02 38.64 1.0

0.14 0.38 0.02 0.59 4.0

512 3.48 16.0 280.19 343.81 0.08 624.07 16.5

0.58 1.80 0.07 2.45 16.0

1024 7.49 32.0 2214.88 2924.75 0.33 5139.97 131.0

2.27 8.36 0.30 11.42 32.0

[˜]$ [12/1]



>>> Computational Complexity

* Pairwise Matching Time
* Homomorphic Encryption
* Homomorphic Matching
* Homomorphic Decryption

* Template Size
* Database storage size
* Communicating encrypted templates

Table: Matching Time and Template Memory

Security Dim No FHE No Batching Batching
in bits Time Mem Time (ms) Mem Time (ms) Mem

(λ) (d) (µs) (KB) Enc Score Dec Total (MB) Enc Score Dec Total (KB)

128

64 0.44 2.0 4.40 5.25 0.01 9.66 0.25 0.07 0.17 0.01 0.25 2.0
128 0.89 4.0 17.57 21.05 0.02 38.64 1.0 0.14 0.38 0.02 0.59 4.0
512 3.48 16.0 280.19 343.81 0.08 624.07 16.5 0.58 1.80 0.07 2.45 16.0

1024 7.49 32.0 2214.88 2924.75 0.33 5139.97 131.0 2.27 8.36 0.30 11.42 32.0

[˜]$ [12/1]



>>> Homomorphic Matching Performance

* Face verification: different quantization levels

Table: Face Recognition Accuracy (TAR @ FAR in %)

Dataset Method 128-D FaceNet 512-D SphereFace
0.01% 0.1% 1% 0.01% 0.1% 1%

IJB-B
No FHE 25.77 48.31 74.47 7.86 31.27 69.83

FHE (2.5×10−3) 25.78 48.28 74.46 7.86 31.27 69.82
FHE (1.0×10−2) 25.71 48.31 74.44 7.80 31.29 69.75
FHE (1.0×10−1) 23.75 46.08 72.87 7.49 30.92 67.45
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>>> Take Home Message

* Facial template security is of growing importance.

* Fully homomorphic face matching in encrypted domain is feasible and practical.

* What next?

* Limitation: score thresholding is performed after decryption

* Consequence: hill climbing attack is still possible from decrypted score

* Limitation: encryption and decryption key are on client device

* Consequence: key management on client device is the weakest link
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